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Abstract
As the volume of text-based information on cli-
mate policy increases, natural language process-
ing (NLP) tools can distill information from text
to better inform decision making on climate pol-
icy. We investigate how large pretrained trans-
formers based on the BERT architecture classify
sentences on a data set of climate action plans
which countries submitted to the United Nations
following the 2015 Paris Agreement. We use the
document header structure to assign noisy policy-
relevant labels such as mitigation, adaptation, en-
ergy, and land use to text elements. Our models
provide an improvement in out-of-sample classi-
fication over simple heuristics though fall short
of the consistency observed between human an-
notators. We hope to extend this framework to a
wider class of textual climate change data such
as climate legislation and corporate social respon-
sibility filings and build tools to streamline the
extraction of information from these documents
for climate change researchers.

1. Introduction
The United Nations Framework Convention on Climate
Change (UNFCCC) is a global framework for addressing
the challenges of anthropogenic climate change (Leggett,
2020). Under the 2015 Paris Agreement each UNFCCC
signatory agreed to submit a Nationally Determined Con-
tribution (NDC) upon ratification of the agreement by the
country’s national government (UNFCCC, 2016). These
climate action plans set objectives and timelines for reduc-
tions in greenhouse gas emissions for each country. The
documents, while often aspirational in nature, provide use-
ful information about the challenges facing each country,
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their stance towards climate change, and their ambitions
regarding mitigation efforts (Tribett et al., 2017). Here, a
deep learning model is applied to 165 of these documents to
build a sentence classifier which could be used to generate
policy-relevant metrics over a wide range of documents.

The volume of information contained in climate policy doc-
uments is growing rapidly. Every year large stakeholders
such as governments and corporations produce text-based
climate assessments and action plans to communicate and
satisfy regulatory requirements. NLP and machine learn-
ing can be used to provide data for climate policy analysis,
improve tools for evaluating policy, and provide new tools
for policy assessment (Rolnick et al., 2019). Supervised
and unsupervised NLP content analysis methods have been
used to analyze political texts (Grimmer & Stewart, 2013)
including climate negotiation texts (Venturini et al., 2014;
Ruiz et al., 2016; Baya-Laffite & Cointet, 2016), climate
adaptation analyses (Biesbroek et al., 2020), and corporate
climate financial disclosures (Luccioni & Palacios, 2019).

BERT (Devlin et al., 2019) is a bidirectional transformer
model that has been pretrained on a large corpus of textual
data using the masked language modeling objective. BERT
and other pretrained transformer models through finetuning
have achieved state-of-the-art results in a variety of NLP
tasks (Rogers et al., 2020) including sentence classification.
This is makes them good candidates for climate change
text applications where large labeled data sets are currently
unavailable.

Recently, the BERT model has been used to extract informa-
tion from climate-related regulatory disclosures. Varini et al.
(2021) use BERT to classify sentences from U.S. Securities
and Exchange Commission (SEC) filings as climate related
or not climate related. Kölbel et al. (2020) apply BERT to
SEC filings to distinguish between sentences that discuss
physical climate risk (e.g., due to sea level rise or extreme
weather events) and transition risk (due to expected changes
in climate-related regulation). Using the classified text they
develop metrics that they relate to credit default swap rates.
Bingler et al. (2021) use BERT to classify sentences and
paragraphs from corporate risk disclosure documents into
four categories to assess the impact of the Task Force on
Climate-related Financial Disclosures (TCFD).
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Here, BERT is applied in a similar way to classify sen-
tences in national climate action plans. Metrics derived
from BERT-classified climate documents could be used to
investigate the relationships between document characteris-
tics and country characteristics such as exposure to climate
risks or energy and resource endowments. Understanding
these relationships could be used to evaluate, monitor, and
improve global climate policy.

2. Data and Labeling
165 English-language NDCs and Intended NDCs (UN-
FCCC, 2021) were obtained in HTML format from Climate
Watch (Climate Watch, 2019). Paragraph, list, and table
elements were extracted from these HTML documents. The
text elements typically contain multiple sentences, sentence
fragments, and in the case of tables, numeric data. Nu-
meric data were removed from the tables, and text elements
were sentencized (Honnibal et al., 2020). Sentences under
10 words in length were discarded to remove less useful
sentence fragments. This process generated 25,500 unique
sentences. Document length ranged from 18 to 482 sen-
tences with a mean of 154 and a median of 130 sentences.
Manual classification of sentences into topic groups was not
feasible. Instead, “weak” labels were generated for each
sentence by exploiting the nested headers, subheaders, and
table structures within the HTML documents.

The full set of lemmatized words found in the HTML head-
ers and table row names were manually divided into 11 topic
areas by human climate policy experts. For example, terms
such as “deforestation” or “LULUCF” (land use, land-use
change, and forestry) were assigned to the Land Use topic.
The topic identified with the most deeply nested header was
assigned to all sentences within that text element. In cases
where multiple topic words appeared in a given header, the
less frequent topic was assigned (e.g., if both Land Use and
Mitigation keywords were present then the less frequent
Land Use label was applied). In some cases, no topic was
assigned in which case the sentence was labeled as “No
Label.” The distribution of topics was not uniform. Some
topics, such as Mitigation or Adaptation appear more fre-
quently than others such as Industry or Environment (Table
1). These reference labels are referred to as weak labels to
emphasize that they are noisy and often do not correspond
to topic labels that would be assigned by human annotators.

3. Model Framework
The weakly labeled sentences were split into training, val-
idation, and test sets comprising 80, 10, and 10 percent of
the sentences, respectively. The transformer models were
iteratively optimized on the training data. At each epoch
of the training process, model loss was calculated using the

Table 1. Frequency of weak labels over NDC sentences.

WEAK LABEL FREQUENCY (%)

NO LABEL 16.3
ADAPTATION 15.0
AGRICULTURE 4.7
ECONOMIC 4.5
ENERGY 5.0
ENVIRONMENT 3.0
EQUITY 7.1
INDUSTRY 2.0
LAND USE 3.4
MITIGATION 16.0
STRATEGY 21.7
WASTE 1.2

validation data. If the validation loss increased for three
epochs in a row the training process was halted and the
model with the lowest validation loss was chosen. The final
model was then applied to the hold-out test set of sentences
to evaluate model skill.

Two uncased transformer models were trained and tested
against the data: BERTBASE and SciBERT (Beltagy et al.,
2019). SciBERT is a BERT model pretrained on a large
corpus of scientific publications which has been shown to
provide improvements on standard NLP tasks on data sets
from scientific domains. Examples of the training, valida-
tion, and test set skill scores are shown for the BERT model
in Table 2.

Table 2. BERT training skill scores.

DATA ACCURACY PRECISION RECALL F1

TRAIN 0.907 0.692 0.673 0.669
VALIDATE 0.839 0.450 0.436 0.429
TEST 0.847 0.417 0.406 0.397

The BERT and SciBERT model performances were com-
pared to three benchmark classifiers. The null Random
classifier assigned labels randomly with equal frequencies.
The Majority classifier assigned the most common topic,
Strategy, to all sentences. The Contains classifier applied a
simple heuristic: if any of the topic words associated with
a topic label appeared in a sentence then the sentence re-
ceived that topic label. As with the weak reference labels, if
multiple topic words appeared within the same sentence the
lowest frequency topic label was assigned. The reasoning is
that lower frequency labels have greater specificity and are
likely to capture more salient content.

Finally, a balanced 600-sentence subset of the test set (50
sentences with each weak label) was manually labeled by
two student annotators. The human labels were evaluated
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relative to the weak labels to provide an upper bound to the
NLP classification skill. The two sets of human labels were
compared to quantify inter-annotator agreement.

4. Results
4.1. Model Evaluation

Table 3 presents weighted skill metrics for each of the clas-
sifiers. The Random and Majority classifiers perform poorly
with weighted F1 scores of 0.09 and 0.07, respectively. The
Contains heuristic shows some improvement over the null
classifiers with F1 of 0.17. BERT outperforms these classi-
fiers with F1 of 0.40. SciBERT is marginally less accurate
than BERT and has a lower F1 score, perhaps indicating
that the policy documents are more similar to general text
corpora than to collections of scientific documents.

Table 3. Model performance.

CLASSIFIER ACCURACY PRECISION RECALL F1

RANDOM 0.813 0.117 0.081 0.089
MAJORITY 0.757 0.041 0.203 0.069
CONTAINS 0.829 0.229 0.170 0.171
SCIBERT 0.843 0.398 0.379 0.362
BERT 0.847 0.417 0.406 0.397
HUMAN* 0.867 0.281 0.250 0.251

* The Human metrics are calculated on a 600-sentence sub-
set of the hold-out test set.
To put the BERT F1 score in context, the Contains and
BERT predicted labels were tested against the human labels
(Table 4) on the balanced 600-sentence subset of the test set.
One of the human annotators, referred to here as Student,
was a student researcher with no knowledge of climate pol-
icy who was simply directed to label sentences using their
best judgment. The other human annotator, the Expert, was
a student with climate policy research experience and famil-
iarity with the NDC documents. In these results “Human”
skill scores are averages over both annotator scores.

Table 4. Comparison of Contains and BERT to human annotators.

WEIGHTED F1 REFERENCE LABEL
HUMAN STUDENT EXPERT

CONTAINS 0.350 0.399 0.302
CLASSIFIER BERT 0.301 0.284 0.317

STUDENT 0.472

On average, the simple Contains heuristic shows better
agreement with the human annotators’ labels than the BERT
classifier. This is not surprising, given that BERT was opti-
mized to predict the weak labels which provide a very noisy
representation of semantic content. Ideally BERT would be

trained on human-annotated data, but in many applications
such data sets are expensive to generate.

Interestingly, the Contains heuristic only outperforms BERT
trained on weak labels when compared with the Student
labels. When compared to the Expert labels BERT slightly
outperforms Contains although the difference in F1 scores
is not significant (using bootstrapped 95% confidence in-
tervals). It may be that the Contains heuristic more closely
mimics an untrained annotator while BERT is better able to
emulate expert-level context-sensitive classification. More
annotated data would be required to explore this possibility.

4.2. Error Analysis

An illustrative set of test sentences (edited here for conci-
sion) are presented in Table 5 with their weak reference
labels and the Contains, BERT, Student and Expert pre-
dicted labels. In the first sentence the classifiers agree: the
keywords “emission” and “mitigation” both indicate that the
sentence concerns Mitigation. The second sentence is cor-
rectly labeled Strategy by BERT and the human annotators,
but not by Contains, i.e., BERT outperforms Contains. The
third sentence contains keywords from different topics (“se-
questration” indicates the Mitigation topic; “afforestation”
indicates Land Use). Here Contains matches the weak label.
BERT predicts Agriculture which is semantically similar to
Land Use suggesting potential improvements to the classifi-
cation algorithm. The Student seizes upon the first keyword
“mitigation” as a label, demonstrating a potential weakness
of manual annotation. The fourth sentence predictions are
confused although BERT has matched the Expert annota-
tor’s label. Finally, the last sentence is not related to climate
change but instead provides background information on a
country’s recent history. Relative to manual annotation the
weak reference label seems inappropriate; in this case the
sentence has fallen under an HTML section header that in-
dicates the Environment topic. It is not surprising that none
of the classifiers match the weak label.

5. Discussion and Future Work
Using weak topic labels derived from the document header
structure as reference labels is clearly inferior to a system
in which a large number of training, validation, and test
sentences are manually annotated by climate policy experts.
However, manual annotation is often infeasible for large
corpora. While BERT outperforms simpler methods and
even the human annotators in predicting the weak reference
labels, the simpler Contains classifier provides better agree-
ment with the human annotators. The difference is not as
pronounced when the annotator with more domain-specific
expertise is used as the reference, but the results underscore
the importance of clean reference data for training deep
learning models.
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Table 5. Error analysis.

SENTENCE LABEL CONTAINS BERT STUDENT EXPERT

It is envisaged that emission reduction MITIGATION MITIGATION MITIGATION MITIGATION MITIGATION
will be achieved through the mitigation
actions in the sectors.

The Steering Committee is the supreme STRATEGY MITIGATION STRATEGY STRATEGY STRATEGY
body for decision making and sectoral
implementation.

The mitigation actions that enhance LAND USE LAND USE AGRICULTURE MITIGATION LAND USE
afforestation are projected to result in
the sequestration of 1 mtCO2e annually.

In the absence of project activity, STRATEGY EQUITY ENERGY INDUSTRY ENERGY
fossil fuels could be burned in power
plants that are connected to the grid.

Due to the outbreak of the Ebola Virus ENVIRONMENT NO LABEL MITIGATION NO LABEL NO LABEL
the development gains made after a
10-year civil war were rudely reversed.

The development of this framework suggests several areas
for improvement. First, sentences could be classified with
multiple labels. For example, the phrase “The mitigation
actions that enhance afforestation are projected to result in
the sequestration of 1 mtCO2e annually” could be classified
as both a Mitigation sentence and a Land Use sentence.

To generate predicted topic labels, BERT takes the argmax
of a vector of weights derived from the final hidden layer
of the neural network. These weights can be normalized
to provide sentence topic probabilities. Such soft labels
may generate more meaningful document-level climate pol-
icy metrics than hard single-topic sentence labels. Simi-
larly, simple bag-of-words classifiers often yield multiple
predictions when conflicting keywords appear in the same
sentence. In this study, the two human annotators were in-
structed to list all relevant topics and then to choose the topic
they felt was most relevant. The next step in this research
will be to evaluate these multi-label classifiers against weak
multi-labels and against each other.

A more complex multi-labeling approach could account for
hierarchies within the set of topics. For example, there are
energy strategies that fall under the framework of mitigation
(e.g., transition to renewables) and energy strategies that
fall under the framework of adaptation (e.g., protection of
nuclear power plants from sea level rise). Classification
with hierarchical topic labels could further improve metrics
for policy analysis.

The selection of topics and of topic words using text from
the HTML headers was performed by two trained climate re-
searchers. Manual classification is inherently subjective, and
compromises were required between the experts to obtain

a reasonable classification scheme. Automated approaches
such as those discussed in Lucioni & Palacios (2019) or
Kölbel et al. (2020) may offer some improvement. Fur-
thermore, the number of topics selected in this analysis was
limited to 11 plus the null label for ease of computation and
to avoid problems arising from sparse labels. Initially over
25 topics were proposed on the basis of the header words.
If possible, it would be interesting to extend the analysis to
consider a much wider range of topics, including specialized
topics such as indigenous community involvement (David-
Chavez & Gavin, 2018) or the impacts of climate change on
coastal communities and marine ecosystems (Gallo et al.,
2017).

6. Conclusion
Under the Paris Agreement, signatories are expected to sub-
mit updated NDCs every five years. As of May 2021, eight
countries have submitted their second NDC (UNFCCC,
2021) though more plans are expected once the COVID-
19 pandemic is brought under control. In the U.S., 33 states
have released climate action plans (C2ES, 2020). Globally,
28 cities in the C40 Cities Climate Leadership Group have
published Paris Agreement compatible climate action plans
(C40, 2021). The continued development of state-of-the-
art NLP tools tailored to climate policy will allow climate
researchers and policy makers to extract meaningful infor-
mation from this growing body of text, to monitor trends
over time and administrative units, and to identify potential
policy improvements.
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